SEISMO GROUP

Technical Report No 99-04

                                                                  


IRANIAN NATIONAL SEISMIC NETWORK
at

The International Institute of Earthquake Engineering and Seismology

Prepared by
Jens Havskov              
Institute of Solid Earth Physics, University of Bergen

Allégt.41, N-5007 Bergen, Norway

Tel: +47-55-583420  Fax: +47-55-589669 E-mail: seismo@ifjf.uib.no

November 1999
Introduction

The purpose of this report is to give an overview of the current operation of the IIEES seismic network, examine critically its operation and come with  recommendations for changes and/or improvements.

The seismic network

The plan is to establish a country wide seismic network of more than 50 stations. Currently 5 sites have been prepared and 4 stations are installed and in operation. The current communication to the stations are by VSAT via a combined x.28-x.25 network shared with other users. Each station has a Guralp broadband sensor (T =100 sec), an optional accelerometer FBA23, and an ISMES data acquisition system (24 bit). The communication interface on the ISMES system is x.28. The ISMES has a 48 hour buffer of continues data (on disk) and a 2 Gb disk for event trigger files. The field station uses the MSDOS operating system.

The central recording system can connect to each field station via the x.25 lines. The central recording software is supposed to automatically collect event trigger files as well as continoues data from the field stations. Since this central PC also operates in WindowsNT , the data has to be transferred to a second  PC with Windows95 where further processing can take place.  Both central PC’s are well equipped with disk drives and external storage media. None of the two central PC’s are used for data processing, however they are used to check incoming data and for quality control. Processing is done on a different computer, partly with other software.

The field stations are checked at regular user specified intervals. If more than a given number of stations trigger within a given time window (array propagation window), data  can automatically be transferred from the same time window from all stations.  Optionally continuous data can be transferred from all stations. Currently 2-4 stations detecting are required for an event to be declared and transferred.

Current problems with the network:

- The field station ringbuffer is far too small and it seems that content is sometimes lost if there is a power failure.  

- The communication capability is very limited since only ISMES software can be used to communicate with the station.

- Timing seems to be unstable and GPS does not always come up after a power cut.

- The communication often times out due to heavy load on the x.25 system, this is probably due to a weakness in the ISMES communication system since speed can be slow, but communication should not time out.  However, time out is a user settable parameter  so it might have to be increased. 

- Several of the ISMES stations now in stock have been damaged.

- Too few stations to make good locations.

Suggested improvements

A major problem with the ISMES system is that  it consists of a system of ‘black boxes’ which leaves little room for local control and improvement in case of problems. Since the data acquisition and communication is an integrated task on the DOS system, it is very hard to improve communication  without factory modifications to the ISMES system software. A perfect high speed satellite system with dedicated lines might, at a high cost, solve  the communication problem, but will not make the  ISMES  communication system more flexible.  

Short term improvements

It is suggested not to change the communication system and rather try to download data when the communication load is low, experiment with time out and other communication parameters. When communication work, the system seems to be working well.

By setting the requirement to have a trigger on several stations in order to transfer an event, important data might be lost. Due to the large distance between stations, important events could be recorded on only one station and it is recommended that all triggers are transferred if the communication capacity allows it. This could be a problem if a station is noisy.

Since spare equipment is available, one station should be installed in or near the IIEES building. This would provide data for all larger earthquakes despite the high noise level. For long period signals, the noise level would probably be good since city noise only is high above 1 Hz. One more station could also be installed within the distance used by spread spectrum radios (60 km) and irrespective of any communication failure, data would be available from 2 stations making it possible to make locations. 

Long term solution

The simplest  is to buy a new system with reliable operational record and good maintenance like the Nanometrics system. Considering  that qualified personal is available, a better long time solution might be to plan for a more flexible system.

Data acquisition, communucation and central control/recording should be separated into independent units to avoid being caught up in problems with individual manufactures trying to sell integrated  systems and thereby creating a dependence.   By having independent units, it is possible to use more standard equipment and software and it is easy to mix equipment from different manufacturer.

Data acquisition: The field station computer should have a multi-user, multitasking self-contained  computer. The disk ring buffer should be at least 14 days long  (1 Gb for 3 channels) and have room for at least 500 mb of triggered data. The unit must have a high capacity data recording device for data extraction. This can be removable disk, CD burner or DAT tape. The digitiser should be 24 bit and be independent of the recording computer.

The current digitisers from ISMES has output on RS232 and a parallel port for connection to a computer and  can thus be used. 

It is recommended that stations to be installed in the near future are installed with the original ISMES systems, while at the same time software is developed to make an independent data acquisition system with the ISMES digitisers using the spare units. It seems that most of the problems with the ISMES system is related to the data acquisition and communication  and not the digitiser, so this might be a good way to use the digitisers. Other commercial 24 bit digitisers cost $4000-$8000.

The perhaps best  commercial system with the above  specs is the Quanterra system. The University of Bergen (UiB) public domain SEISLOG  works in the same way and can operate  with digitisers from Nanometrics, Earth Data, Guralp, GeoSig, and Terra. SEISLOG requires a PC with the Unix like operating system QNX . SEISLOG also operates with Windows, but then the multiuser facility is no longer available.

Recommendation: Find or develop a data acquisition system which can operate with the ISMES digitiser. For SEISLOG, all source code is given (on seismo CD). The Windows SEISLOG is probably easiest to implement. Estimated time for implementing the digitiser in the QNX  version is one week. 

Communication: The communication system must use standard computer to computer software.  Using a multi-user system, it is possible to login into the data acquisition system with standard software and have full control. In a single user DOS system this is only possible with specialized software. In Windows, ftp can be used for communication.

The  TCP/IP protocol would be the preferred solution, however there is also much standard software for using modem communication. With modem it is also possible to use TCP/IP with the standard SLIP or PPP software. Other possibilities with modem is Kermit and Zmodem. The main point is that it should be possible to set up and test communication independently of the data acquisition, although the data acquisition might be running on the same computer. All the mentioned communication protocols operates on Unix and Windows. If only Windows is used, TCP/IP can be used and full control can be obtained of the remote system with e.g. the PCANYWHERE software running both on modem and TCP/IP. 

For Iran, it would particularly be important to start using modems since most of the stations already have phone lines, and the communication speed would be much larger than with the existing communication lines. On the existing systems, it might be difficult to switch from X.28 to RS232 and probably impossibly to have both communication systems at the same time. On a multi-user system, that is no problem. If ISDN telephone connections become available in Iran, this could be a very good solution.

Using multi-user systems with standard communication will also make it possible to reach any field station from any computer in the local computer network or anywhere else in the world if access is allowed. 

Recommendation: Set up and test standard communication  using  TCP/IP and  modem.

Central data collection. The current ISMES system can only operate the ISMES stations and has no flexibility for any other systems. With independednt multiuser data acquisition systems, a new system for automatically downloading data must be developed. Manual download is already available by using standard communication protocols.

Making a program which automatically downloads all triggered or continoues data from all stations is very simple, just a small script being started at regular intervals. This will work well with a network of up to 5-10 stations. However if the data collection system must work as the existing ISMES system, (doing event detection and only downloading data from events recorded at a certain number of stations) a more sophisticated system will have to be installed, particularly if a mix of data acquisition systems should be managed. Currently at least 3 systems can be foreseen, the old ISMES system collecting data to the central ISMES computer, a new system using the ISMES digitiser and the CTBT systems. There are currently 2 public domain systems doing this kind of job: SPYDER from IRIS operating GSN stations (can possibly be modified to other stations) or SEISNET from UiB operating GSN, SEISLOG and ftp accessible stations. They SPYDER system., however requires a location  to download data. EARTHWORM  is a similar system, but operates only on real time data. All systems require Unix (Solaris or Linux) except EARTHWORM which also runs on NT. The systems are available with source code and manuals. Private companies also make similar systems, however they only operate on company specific systems.

Recommendation: Set up specifications for the future central recording system, get a Unix computer and start getting experience with automating communication. The SEISNET software might be a good starting point since it is easy to modify for local needs.

An alternative to most of the above is to buy a complete new system like the Nanometrics system. That system works reliable and there is a local representative. However the Nanometrics DAN system cannot mix data from different sources and is lacking analysis facilities, but is a fast and easy to use system for initial locations.

Processing

Current practice

Data from the field stations are collected in the network center where quality control is also performed. Once the data is considered complete and ok, it is made available to the analyst via the computer network. The analyst copies the original ISMES waveform files for new events to the local PC. Here processing is first taking place with the ISMES processing software, currently the only program to read the ISMES waveform files. Phases are read and a location can be made via ISMES software using the HYPOINVERSE program. Location can also be made using the HYPO71 program, but this has to be done in a separate operation. If at least 3 stations are available, a location can be made. It is also possible to locate the earthquake with one station. This requires exporting the data from the ISMES system by writing a PITSA data file. Then the  PITSA program is used to do a 3 component analysis and locating the event with yet another location routine.

Magnitudes are calculated with coda duration, taken from PDE and sometimes   Ml is calculated from amplitudes. Ml calculation is partly manual and requires use of Pitsa.

Once an event has been processed, it is passed on to the data base. This data base is located on another computer and used the IBM AXIS relational data base software. This software has been developed to give a user friendly interface for getting access to the data and seems easy to use for outside users. All data are stored in ASCII making it easy to read the data for anybody. However the data content has serious shortcomings, see below under problems.

The network currently locates about 5 earthquakes pr week in IRAN while potentially the network should locate about 5 times as much. Normally no processing of teleseismic events is done and they are not part of the final relational data base.

In additions to the relational data base, all original waveform files are stored in a year-month-day file structure on the data center data processing computer.

Current problems with processing

- Data files can only be read by ISMES software, which is VERY slow and completely inappropriate for analysis.

- Data processing takes place in too many steps with different formats and different programs. This make the processing very time consuming. With a proper system and training, processing of the current data volume is less than half a day’s work.

- Phase arrival readings are not stored anywhere and this very valuable data is lost. If a relocation is to be done, the whole process of phase picking must start again.

- There is not one central data base with all information.

- There is no proper method of doing instrumental correction.

- The relational data base stores the data as real numbers in ASCII. While ASCII is easy to read, the current accuracy of storage is set such that the a large part of the data accuracy is lost. The common practice is to store the waveform data in the original binary counts in order to always be able to access the original data in case some mistakes have been made. Many key parameters are missing, not least the phase readings. In addition the storage takes too much place.

- Station and component codes are not properly labelled and component and stations codes are mixed. It is not clear if the station codes have been internationally registered, if not, they should be.

- It is not possible to calculate magnitude based on calibrated amplitudes.

Recommendation:

It is clear that the processing and data storage system is  inadequate and must be replaced. There is, unfortunately, not much choice of systems to use. The best commercial system is ANTLOPE from Kinemetrics, which requires Sun and good Unix knowledge, price $100 000.  The DAN system from Nanomtrics only cost about $500, operate on several platforms, can do several basic operations, is easy to use, but not particular well suited for regional network operation. It has no data base and data must be rewritten in Nanometrics format. In the public domain, there are PITSA and SAC, which both can do most of the analysis, but are not intended for routine. None have data bases and both require Unix. SEIS89 only works on PC, only use 16 bit data and is not year 2000 compatible. The CTBT software like GEOTOOL is not particular well suited for network operation, do not work with all parameters required and work only on Unix.   Thus, SEISAN is the only choice left unless a local system is to be developed. The following recommendations will therefore be based on the assumption that SEISAN  is used, at least for the near future. This also means that processing will take place on PC. For the future, it is recommended to use Unix for processing. This has no implications for the SEISAN data base, which simply can be copied to a Unix system without any modifications.

Development steps:

- Assign the 2. data center computer for the  SEISAN data base. A PostScript printer must be available in the data room. 

- Develop a program to read the ISMES waveform file directly to convert the format to SEISAN. Once data are in SEISAN format, conversion can be done to several international formats like SAC and GSE.

- Make a conversion program from SEISAN to the SEISMIC  epicentre plotting system since that seems to make better plots than SEISAN. Better plots can be made under Unix using GMT.

-Make a user friendly interface to the SEISAN data for outside users. This could be a continuation of the development of the existing data base software, where some nice interfaces already have been made. SEISAN also has a Windows interface which might be further developed. Hopefully, this could result in a new software module for future SEISAN versions.

Considering the large number of well trained young people in the seismology group, the above tasks should be possible.

Data collection

- When a waveform file has been collected from whatever source, the data center personal put the data into the SEISAN data base. Store all data, both local and teleseismic.

- Add data (readings and/or waveforms) from all available sources like PDE, CTBT, other networks like Kuwait.

- Check quality of the data and which information belongs together.

- Make a one page plot of all available channels and store chronologically, this is very useful for quality control and quick inspection of available data for a given event.

- Check that no data are missing from available information, it might e.g. be necessary to extract data from the ringbuffer.

NB: This data collection can partly be automated with SEISNET once a Unix system is available.

-Maintain data base of calibration files.

-Make backup of data when collection is finished. Temporary backup can be made daily on a different hard disk.

Data processing

The data processing will start once the data collection process is finished or nearly finished. The data processing personal will work on the same SEISAN data base, but from different PC’s. This requires that the disk of the SEISAN data base are available on the processing PC’s. Alternatively, processing can take place on the SEISAN  computer. It is important that both local and teleseismic data is processed. The teleseismic data is valuable for international exchange and is a very good source of information for determining the local crustal structure. It is not  a good idea to copy the data to a different PC, process it and then copy it back since the original data might have been changed in the meantime. The processing steps are:

- Read phases and amplitudes

- Locates event using available information. If  sufficient local data is available, put main emphasis on that data. For teleseismic events look for secondary phases using the IASP91 travel times.

- Calculate all available magnitudes including moment magnitude for local and regional events.

- Check results with other agencies, if teleseismic events are too far off, fix location to the PDE solution.

- Update data base monthly (replacing current locations with new locations).

- Make a bulletin and send data to the ISC.

Technical details

Data conversion from exiting format: A program, pitsasei’ was made to convert from the current ASCCI format to SEISAN. The program operates like most SEISAN conversion programs, see manual. The station code uses the first 3 letters of the station code in the input file, and converts V to Z for component. The instrument type is hardwired to B for broadband. The input values in m/s was multiplied with 10e10 so the integer values in the SEISAN data file represent 0.1 nm/sec. A response file was prepared which then uses a generator constant of 10e10 and all other gain factors are set to 1.
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