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Introduction

This year report describes the operation of the Norwegian National Seismic Network (NNSN) for the year 2001. It covers operational aspects as well a financial report for all seismic stations operated by Institute of Solid Earth Physics at the University of Bergen (UiB), which comprise the NNSN.

Prior to 2001, the operational costs of most of the stations (Table 1) were supported by the oil industry (Norwegian Oil Industry Organization or ‘Oljeindustriens Landsforening” (OLF)). Starting with January  2001, a new contract was signed between OLF and Faculty of Mathematics and Natural Sciences, UiB, where the operational costs were supported with an increasing part by the UiB, whereas the contribution from OLF were reduced accordingly. Due to this, all stations operated by UiB are now included in this annual report and the operational cost reported cover the entire network (NNSN). In this definition of NNSN, all stations operated by UiB are included. However, due to contractual obligations, accounting for the OLF contribution is done separately. The definition of the stations mentioned in the OLF contract is given in Table 1. 

This report will therefore be the first which covers all seismic stations in Norway. The seismic arrays operated by NORSAR are covered in an Appendix in this report. NORSAR is subcontracted to NNSN to deliver data of interest to NNSN.

Table 1. Seismic stations in NNSN as defined in different time periods.

	Prior to 2001
	As defined in the contract (47/2000)
	NNSN (2001-  )

	Karmøy                      (KMY)
	Karmøy      
	Karmøy 

	Odda                         (ODD1)
	Odda       
	Odda 

	Blåsjø                          (BLS)
	Blåsjø 
	Blåsjø 

	Høyanger                    (HYA)
	Høyanger 
	Høyanger 

	Sulen                           (SUE)
	Sulen 
	Sulen 

	Molde                         (MOL)
	Molde 
	Molde 

	Florø                           (FOO)
	Florø 
	Florø 

	Namsos                       (NSS)
	Namsos 
	Namsos 

	Mo I Rana                 (MOR8)
	Mo I Rana 
	Mo I Rana 

	Lofoten                       (LOF)
	Lofoten 
	Lofoten 

	Tromsø                       (TRO)
	Tromsø 
	Tromsø 

	Kautokeino                 (KTK)
	Kautokeino 
	Kautokeino 

	Bjørnøya                     (BJO1)
	Bjørnøya 
	Bjørnøya 

	
	Stavanger                   (STAV)
	Stavanger 

	
	Trondheim                 (TRON)
	Trondheim 

	
	
	Jan Mayen                  (JMI)

	
	
	Jan Mayen                  (JNE)

	
	
	Jan Mayen                  (JNW)

	
	
	Kings Bay                   (KBS)

	
	
	Kongsberg                (KONO)

	
	
	Oslo                            (OSL)

	
	
	Espegrend                   (ESG)

	
	
	Rundemanen              (RUND)

	
	
	Bergen                         (BER)

	
	
	Ask                              (ASK)


Operation of field stations
The operational stability for each station is shown in Table 2. The average downtime for all stations is 8.8 %.The average downtime for the OLF sponsored stations in 2000 was 5.9%, compared to 8.6%  in 2001. This is higher than in previous periods. One of the reasons is that all stations in Norway have now been included. Previously, the OLF sponsored stations received more attention (being more important than the rest) and could therefore show a small operational downtime (for several periods less than 2 %). This will probably be hard to achieve for the whole network due to limits in financial. A good example of this is the Bjørnøya station, which has been hard to maintain without high cost. For the global IRIS network, less than 5% down time is considered as good.



Table 2.   Downtime in % for 2001 for each station in the NNSN.     

	Station
	Downtime in %

	Karmøy (KMY)
	0

	Odda (ODD1)
	14

	Blåsjø (BLS)
	4

	Høyanger (HYA)
	0

	Sulen (SUE)
	10

	Molde (MOL)
	0

	Florø (FOO)
	0

	Namsos (NSS)
	12

	Mo I Rana (MOR8)
	16

	Lofoten (LOF)
	0

	Tromsø (TRO)
	12

	Kautokeino (KTK)
	0

	Bjørnøya (BJO1)
	45

	Stavanger (STAV)
	3

	Trondheim (TRON)
	49

	Jan Mayen (JMI)
	0

	Jan Mayen (JNE)
	0

	Jan Mayen (JNW)
	0

	Kings Bay (KBS)
	6

	Kongsberg (KONO)
	2

	Oslo (OSL)
	11

	Espegrend (ESG)
	0

	Rundemanen (RUND)
	33

	Bergen (BER)
	0

	Ask ASK)
	3


3. Field stations and technical service

The technical changes for each seismic station are listed below. When a station is out of function, tests are made to locate the problem. Sometimes the reason cannot be found and the cause of the problem will be marked as unknown. 


Bjørnøya (BJO1)

01.05.01. The local operator observed that due to a weather change with heavy 


rain and snow melting on the frozen ground, the aluminium box was 


flowed with some water. The box contains the sensor, digitiser, power 


supply and RS232/422 converter, and the water damaged the power 



supply, converter, and some cables. The aluminium box has to be 



replaced.


29.09.01. Visit: Arrived Bjørnøya by the vessel R/V “Håkon Mosby”. Due to 



few arrivals of the ships from the Norwegian Coastguard, the stay was 



limited to only a few hours. During this time, instructions were given 



to the local operator.

A new PC was installed, the old one brought to Bergen. 


16.10.01. The local operator installed the equipment in the old aluminum box.



The station restarted after a downtime of 165 days.       

The reason for not installing the new aluminium box was that the ground was frozen. The old box was covered with plastic to prevent  water leakage.

Blåsjø (BLS)


29.06.01. Visit: Installation of a new PC and GPS. The previous PC and GPS 



were damaged by lightning. Downtime 14 days.


Florø (FOO)




No visit or technical changes.


Høyanger (HYA)




No visit or technical changes.


Karmøy (KMY)




No visit or technical changes.

From 23/6 – 21/10 2001 some of the phonelines, which is owned by Karmøy municipality were broken, and only one pair was left. Karmøy municipality spent long time to decide not to install a new phoneline.

After some discussion between Karmøy kommune and IFJ, IFJ was allowed to use the remaining pair.

The Seislog system was running, no data lost for this period.


Lofoten (LOF)




No visit or technical changes.


Mo i Rana (MOR8)


25.01.01. The PC was restarted with use of the remote control. The station was




down for 1 day.


26.02.01. The PC was restarted by the local operator. The station was down for 




1.5 days 


04.03.01. The PC was restarted by the local operator. The station was down for 




1.5 days 


21.03.01. The PC was restarted by the local operator. The station was down for 




1 day.


02-18.04.01. Several restarts were necessary. The reason for this problem is 


unknown. 


14.05.01. Visit: The following equipment was installed: a new Guralp BB 




sensor, PC and Earth Data PS2400 digitiser. When testing the 




equipment the RS232/RS485 converter for the serial line broke down.


28.05.01. A new RS232/RS485 converter for the serial line was installed. The 




station was down for 27 days.


16-25.06. The station was down for 10 days due to software problems.


12-20.08. The station was down for 8 days due to a broken UPS (uinterrupable 




power supply).


19-25.09. The PC was restarted by the local operator. The station was down for 




7 days. 

Molde (MOL)


No visit or technical changes.


Namsos (NSS)


23-25.10.01. Visit: Installation of a new digitiser (ED24), GPS and PC with



seislog version 8.32. The station was updated with a Guralp CMG-3T



Broadband seismometer.


03.11. Station stopped due to a broken power supply. The local operator 



measured the signal cable between the sensor/digitiser and the 



recording unit. He observed leakage in several wires, and this might be



the reason for the broken power supply. Eight years ago, the signal 



cable was broken by a excavator and the cable was then spliced.

A new cable was ordered.


17.12. The new cable was installed by the local operator. The recording started 



after being down for 44 days. Due to bad weather condition, it was



 impossible to do the work earlier.

After one day of recording spikes were observed in the data.


21.12. A new PC and digitizer was installed by the local operator. The spikes 



were not eliminated, so the station continued unstable. 

Odda (ODD1)


20.02.01. The PC was restarted by the local operator. The station was down for 



3 days.


20.03.01. The PC was restarted by the local operator. The station was down for 



4 days.


28.06.01. Visit: The digitizer was damaged by lightning. The station was down 



for 45 days.

At this time we did not have a spare digitiser. A new digital seismograph (TDT3) with sensors and digitiser was installed. This seismograph is to be replaced with a new digitiser, as soon as we get one.


08-11.07 The PC was restarted by the local operator. The station was down for 



3 days.


21-26.08 The Cisco box was restarted by the local operator. No data lost.


11-12.12. Visit: A new ED 24 digitiser was installed. Unfortunately, spikes 



occurred in the recordings. Different ways to eliminate the problem was 



tried without success. 

Decided to use the digitiser from TD3T which was installed during the last visit. The internal sensors were disconnected from the digitiser and the 3 Rangers SS-1 seismometers were connected. This gave satisfactory signals.  

Tromsø (TRO)


04.01.01. The PC was restarted by the local operator. The station was down for 



1 day.

08.01.01. The PC was restarted by the local operator. The station was down for



1.5 days.

27.02.01. The PC was restarted by the local operator. The station was down for 
2 days.


 20.03.01. The PC was restarted by the local operator. The station was down for 



3.5 days.


31.03.01. The PC was restarted by the local operator. The station was down for 



1 day.


01.04.01. The PC was restarted by the local operator. The station was down for 



1 day.


17.04.01. The PC was restarted by the local operator. The station was down for 



4.5 days.


15.05.01 The PC was restarted by the local operator. The station was down for 



3 days.


28.05.01. The PC was restarted by the local operator. The station was down for 



2 days.


05.06.01. The PC was restarted by the local operator. The station was down for 



18 hours.


11.06.01. The PC was restarted by the local operator. The station was down for



2.5 days.


10.07.01 The PC was restarted by the local operator. The station was down for



 6 days.


17.07.01. The PC was restarted by the local operator. The station was down for 



2 days.


03.08.01. The PC was restarted by the local operator. The station was down for



1 day.


27.08.01. The PC was restarted by the local operator. The station was down for



2.5 days.


31.08.01. The PC was restarted by the local operator. The station was down for



 1.5 days.


03.09.01. The PC was restarted by the local operator. The station was down for 



2 days.


18.09.01. The PC was restarted by the local operator. The station was down for



 7 days.


15.10.01. For some time the PC has been unstable, a new PC was installed by



 the local operator


11.12.01. The PC was restarted by the local operator. The station was down for 



1 day.

Sulen (SUE)



After  lightning, the output from the digitiser was corrupted.



The local operator installed a new digitiser, but unfortunately this did  



not solve the problem.


19.07.01. Visit: After some tests the accelerometer was found to be 


malfunctioning. When disconnecting the accelerometer from the digitiser, the data from the seismometers was OK. The station was down for 35 days. The accelerometer was brought to Bergen. 


Kautokeino (KTK)


17.07.01. The PC was restarted by the local operator. The station was down for 



4 days due to lightning. No damaged was observed.

Stavanger (STAV)


1-2.03.01. Visit: A new station was installed with the following equipment:

(PC QNX-system with Seislog version 8.30, (Garmin GPS Clock HVS-



35, (SM-4 model B, 4.5 Hz, 24 bit; 3 comp. sensor and digitiser model



 no. TDT3C24 and (Telecommander.



The equipment was installed in the basement of “Oljedirektoratet”


04.04.01. The PC has for some time been unstable. The local operator installed 



a new PC with Seislog version 8.32.


06.12.01. Visit: It has been observed, since the beginning of recording, that this 



site has a higher noise level and therefore the detection threshold is 



higher when compared to other stations. The sensitivity of the geophone 



in TDT3 is lower than for SS-1.



A noise test was performed to obtain the best site before installation of 



three new Ranger SS-1 seismometers. The SS-1 sensors and digitizer 



was installed five meters opposite the old site. 

Ask (ASK)




09.06.01 Visit: A new power supply was installed. The station  was down for 




11 days.

 
Espegrend (EGD)


No visit or technical changes.

Rundemanen (RUND)


28.03.01 Visit: A new IDS24 digitiser was installed. The station was down for  



23 days.

03.09.01. Visit: The IDS24 digitiser was malfunction after lightning. The 

digitiser was brought back to the institute for repair.


12.10.01 Visit: The digitiser had been repaired and tested at the institute. After 



reinstalling the digitiser, it appears that the baudrate was not set in the 



parameterfile. Tried to set the parameters using a Lap Top. The digitiser 



was brought back to institute for repair.


15.11.01 Visit: This time the digitiser was tested with new internal batteries.



After reinstallation of the digitiser we did some tests at the institute.



The station was down for 97 days. 

Bergen (BER)

No technical changes.

Trondheim (TRON)


04.01.01 The PC and GPS was restarted by the local operator. The station was 



down for 3.5 days.


10.01.01 The PC was restarted by the local operator. The station was down for 



1 day.


19.01.01 The PC and GPS was restarted by the local operator. The station was 



down for 1 day.  


12.02.01 The PC was restarted by the local operator. The station was down for



1 day.


28.02.01 The PC was restarted by the local operator. The station was down for 



1.5 days.


From March to October 20th the PC was unstable. Geological Survey of  Norway installed a “fire wall” without informing the institute.  

Oslo (OSL)



25.07.01 Station restarted, the digitiser was repaired by the local operator. 



The station was down for 18 days.


21.09.01. Station restarted, the digitiser was repaired by the local operator. 



The station was down for 23 days.

Jan Mayen (JMI, JNW, JNE)



11.04.01 Station was down for 1 day, reason unknown


23.06.01 Station was down for 1 day, reason unknown


05.10.01 Visit: All stations calibrated. It has been a problem to achieve 



accurate timing for the Broadband station. A bug in the software was 



found and corrected. Noise tests were performed to obtain the best site 



before installation of a new broad band station in the International 



Monitoring System.

Kongsberg (KONO)



16.10.01 Station down for 5.5 days due to a broken phone line

Kings Bay (KBS)


05.04.01 Station has been down for 5.5 days, reason unknown


05.09.01 Station has been down for 3.5 days, reason unknown


08.10.01 The local operator restarted the modem in the vault. Station was  



down for 11 days.

Several times the downtime was quite long during 2001. This was partly due to lack of personnel since one engineer, who mainly was involved with field station service, left the institute in June. No replacement will be given due to limited funds for salaries at the university and the work has to be reorganized among the remaining staff.

The Jan Mayen station (JMI) has 2 recorders, one for the broad band sensor and one for the old sensor. In the near future, the broad band station will be upgraded and moved to a better location and it will become part of the International Monitoring System (IMS). This move has already been anticipated by installing a satellite connection (IMS financed) between the JMI broad band station and NORSAR in order to test the communication and automatically transfer existing broad band data. The data is transferred to NORSAR from where UiB can copy the data. The upgraded broad band station will be jointly operated by UiB and NORSAR and partly financed by IMS.  

Continuous data transfer

Beginning in 2001, continuous data has been transferred automatically to Bergen from stations with broad band sensors. Previously data was transferred from Jan Mayen and Bjørnøya with tape, but now only Bjørnøya uses tape since this is the only station without internet connection. The automatic system of data transfer and the local operation was not working very well initially and the logging of the transfer was incomplete so not all data were recovered for 2001. If the data is not copied within 3 weeks, it is lost. Data is also lost when the station was down.

Table 3. Overview of continuous data transferred automatically to the central data base 

during 2001. For each month there should be 2232 files and the table shows how many are available in the central data base.
	
	JAN
	FEB
	MAR
	APR
	MAY
	JUNE
	JULY
	AUG
	SEP
	OCT
	NOV
	DEC

	MOR
	2107
	1721
	1844
	1759
	229
	1476
	2232
	1625
	172
	0
	2037
	2232

	MOL
	2232
	2016
	2232
	2160
	2232
	2159
	2232
	2232
	2160
	2232
	2160
	2232

	JMI
	2230
	2015
	2230
	2137
	2231
	2158
	2230
	2214
	2123
	2158
	2098
	2107

	RUND
	2221
	1998
	504
	2160
	2232
	2160
	2232
	486
	0
	0
	1116
	2232


Communication

(ISDN communication problems

At the beginning of October, it became apparent from the communication bills, that cost of the ISDN lines had increased dramatically to the point where the lines remained open 24 hours a day instead of less than one hour. The problem was that a lot of unrelated traffic occurred on the lines, which most likely was abused by others. The problem started on August 2 and was fixed October 10 (see Table 4). The long delay in finding out about this problem was caused by the delay in receiving the phone bills from the communication company.

(Technical reasons for the increased communication

The communication system consists of a large multi channel central router (Cisco 3620) at the institute and a small router (Cisco 765) at each station. The large central router is programmed to control all communication and no communication is initiated from the field station so that field station malfunctioning should not cause unpredictable communication costs. However, it was discovered that a lot of traffic also came form the field stations.

Is was discovered that the RIP (Router Information Protocol, sends messages between routers) had been activated on Cisco 765l routers, while when initially installed, the RIP was not active. The RIP Protocol caused a lot of traffic to other Routers outside IFJ. The RIP traffic might have been initiated from the Cisco 765 Routers, or from other Routers/units outside IFJF. Traffic initiated from units outside IFJ will be like calls from our Cisco 3620 Router. This is the main reason for the increased amount of calls.

(How are RIP been activated on the Cisco 765 Routers?

The most plausible explanation is that hackers have “broken” into the Cisco 765 Routers and changed the setup. The routers have password, so it should be difficult, but not impossible, to get in via Telnet. 

There is a different way to get in to the Routers. They have a built-in ClickStart server, which is activated in the standard configuration, and is used when ths servers are configurated from Windows (using ClickStart). ClickStart is unprotected, which means anybody having this software, are able to reconfigure the router. So the routers have been open for those with access to the ClickStart software and the IP addresses to the routers.

(What has been done to prevent this to happen in the future?

The RIP and the ClickStart server are disabled on the Cisco765 Routers. The only way to configurate the routers now are by using Telnet. For safety reason the Telnet password has been changed. The Cisco 3620 router has now an access list, which makes it impossible for IP traffic outside the institute to be able to a call to the Cisco 765 Routers. So in order to connect to a station, the user must first be logged into the institute central computer. In addition, a log of daily ISDN communication is now inspected regularly.

Table 4.  ISDN stations, period of high traffic and related cost.  Note that 3 stations were not 


abused. The cost noted is the additional cost estimated due to additional traffic.
	STATION
	START
	STOP
	COST

	Kautokeino
	09.08.01
	04.10.01
	9550

	Odda
	05.08.01
	04.10.01
	1650

	Molde
	02.08.01
	04.10.01
	2600

	Lofoten
	
	04.10.01
	0

	Karmøy
	
	04.10.01
	0

	Blåsjø
	
	04.10.01
	0

	Florø
	04.08.01
	04.10.01
	2550

	IFJ/Server
	10.08.01
	04.10.01
	37800

	Høyanger
	09.08.01
	04.10.01
	1000

	Sulen
	07.08.01
	04.10.01
	500

	Namsos
	02.08.01
	04.10.01
	950

	Mo i Rana
	09.08.01
	04.10.01
	2200

	Total
	
	
	58800


Appendix 1: The NORSAR regional arrays



Presenting the regional arrays operated by NORSAR and the data recorded by 



these arrays. 

Appendix 2: Use of NNSN data during 2001



Hereunder papers, presentations and posters made during 2001 and using 




NNSN data are listed.
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